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Abstract. We study complex scaling in the Feynman-Kac formula, using the fact that for a Dirac delta initial
distribution complex scaling is well defined in White Noise Analysis.

1. Introduction

In many branches of theoretical physics, e.g. quantum field theory and polymer physics integrals over
”paths” are of particular interest. The initial idea of averages over paths has a mathematical meaning only
for (real) measures as in the heat equation. In this case one can present the solution by a path integral,
based on the Wiener measure. This is stated by the famous Feynman–Kac formula

E
�
exp
�� t

t0
V(x0 + Bs) ds

�
f (x0 + Bt)

�
,

for suitable f ,V : R → R, x0 ∈ R and 0 ≤ t0 ≤ t ≤ T < ∞, see e.g. [26]. Here (Bt)t∈[t0,T ] denotes a
Brownian motion starting at time t0 in zero. Furthermore for nice potentials the heat kernel KV is given by

KV (x, t; x0, t0) =
1

√
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−
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�

× E
�
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�� t
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�
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s − t0
t − t0

Bt

�
ds
��
, (1.1)

for 0 < t0 < t < T , x, x0 ∈ R, see e.g. [15]. There have been a lot of attempts to write down solutions of
complex scaled heat equations (like e.g. the Schrödinger equation) as a (path) integral in a mathematically
rigorous way. The methods used in this context (e.g. analytic continuation, limits of finite dimensional
approximations and Fourier transform) are always more involved and less direct than in the Euclidean –
i.e. Feynman–Kac – case. Instead of giving a long list of publications with different approaches to path
integrals, we refer to [1] and the large number of references therein.

We choose a white noise approach to construct a complex scaled heat kernel as the expectation of
a generalized functions for a new class of potentials. White noise is a framework which offers various
generalizations of concepts known from finite-dimensional analysis, like differential operators and Fourier
transform. Detailed information concerning these methods can be found in the monographs [16], [3],
[17], [22] and the articles [25], [20], [27]. The idea to realize Feynman path integrals within the white
noise framework was first mentioned in the work of Hida and Streit [18]. The concept of integral has a
natural extension in the dual pairing of generalized and test function and the construction of the Feynman
integrand as a generalized function follows closely Feynman’s fundamental idea of a sum over histories.
The integrand is an element of a suitable space of distributions chosen so as to accommodate various
classes of admissible interaction potentials. For this construction in case of the Schrödinger equation see
e.g. [6], [19], [17], [10], [21], [27], [7]. The present article proposes a complementary strategy inspired by
[8], see also [4] and [14]: we construct a complex scaled Feynman–Kac kernel with white noise methods
for suitable potentials V by giving a meaning to

K (x, t | x0, t0) =
1

�
2π(t − t0)z2
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�
−

1
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× E
�
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�

1
z2

� t
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V
�
x0 +

s − t0
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(x − x0) + zBs −
s − t0
t − t0

Bt

��
ds
�
, (1.2)

which is a scaled version of (1.1). Perturbation theory with its limitations on admissible potentials plays
no role in this construction.

It is done by inserting Donsker’s delta in order to fix the final point x ∈ R, and taking a generalized
expectation, i.e.,

KV (x, t; x0, t0) = E
�
exp
�

1
z2

� t

t0
V(x + zBs)ds

�
σzδ(Bt − (x − x0)))

�
, (1.3)

whenever the expression in the expectation is a generalized function of white noise, e.g. a Hida distri-
bution. The use of White Noise Analysis is essential here: it allows us to transcend the L1 limitations
inherent in the work of Doss.

The fundamental concept in proving this is a Wick product representation of the integrand

exp
�

1
z2

� t

t0
V(x + zBs)ds

�
σzδ(Bt − (x − x0))

= exp
�

1
z2

� t

t0
V
�
x0 +

s − t0
t − t0

(x − x0) + z
�
Bs −

s − t0
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Bt

��
ds
�
♦ σzδ (Bt − (x − x0)),

whose generalized expectation coincides with (1.2).
After a short introduction to White Noise Analysis (see Section 2) we prove a general Wick relation

between products of Donsker’s deltas of Brownian motion and Brownian bridge in Section 3. In Section
4 we give a meaning to the integrand of 1.3 as a Hida distribution (see Theorem 4.8).

2. White Noise Analysis

2.1. Hida distributions. The white noise measure µ on Schwartz distribution space S �(R) arises from
the characteristic function

C( f ) := exp
�
−

1
2 ( f , f )

�
, f ∈ S (R),

via Minlos’ theorem, see e.g. [3, 16, 17]:

C( f ) =
�

S �
exp
�
i�ω, f �

�
dµ(ω).

Considering the Gel’fand triple
S (R) ⊂ L2(R) ⊂ S �(R),

the dual pairing �·, ·� of S �(R) and S (R) extends the usual scalar product (·, ·) of L2(R) := L2(R,R; dx).
We define the space of complex valued square integrable functions over S �(R) by

L2(µ) := L2(S �(R),C; µ).

In the sense of an L2(µ)-limit we may extend �ω, f � to f = 11A, where 11A denotes the indicator function of
A ⊂ R. Informally

�ω, 11[t0,t)� =

� t

t0
ω(s) ds, 0 < t0 < t < ∞,

Bt0,t(ω) := �ω, 11[t0,t)� (2.1)
is a representation of Wiener’s Brownian motion starting in zero at time t0. Likewise, for 0 < t0 < t < ∞
we can define a version of a Brownian bridge starting in zero at time t0 and ending in zero at time t via

B0→0
t0,t,s(ω) := �ω, 1[t0,s)� −

s − t0
t − t0

�ω, 1[t0,t)�, t0 ≤ s ≤ t. (2.2)

Moreover, each F ∈ L2(µ) possesses a chaos decomposition

F(ω) =
∞�

n=0

I
�
F(n)
�
=

∞�

n=0

�
: ω⊗n :, F(n)

�
, F(n)

∈ �L2(Rn)C,

where : ω⊗n : denotes the n-th Wick power of ω ∈ S �(R), see e.g. [17], and F(n) is called the kernel
of its n-th chaos. Here �L2(Rn)C denotes the complexification of the space of symmetric elements from
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L2(Rn) and
�
·, ·
�

denotes the dual pairing in the corresponding spaces extended to their complexification
in a bilinear way. One then constructs a Gel’fand triple:

(S ) ⊂ L2(µ) ⊂ (S )�

of Hida test functions and distributions, see e.g. [17]. We introduce the S -transform of Φ ∈ (S )� by

(SΦ)( f ) :=
��
Φ, : exp

�
�·, f �
�

:
��
, f ∈ S (R),

where ��·, ·�� denotes the bilinear dual pairing between (S )� and (S ) and : exp
�
�·, f �
�

: := exp
�
�·, f �
�

exp
�
−

1/2( f , f )
�
∈ (S ). If Φ ∈ L2(µ) then

(SΦ)( f ) =
�

S �(R)
Φ(ω + f ) dµ(ω). (2.3)

For all Φ ∈ (S )� one has a generalized chaos decomposition, i.e.,

Φ =

∞�

n=0

I
�
Φ(n)
�
, Φ(n)

∈ �S �(Rn)C, n ∈ N0

in the sense of Hida distributions. I.e. the S -transform of Φ is given by

S (Φ)( f ) =
∞�

n=0

�
Φ(n), f ⊗n

�
, f ∈ S (R).

Since 11 ∈ (S ), the expectation extends to Hida distributions Φ by

E(Φ) := ��Φ, 11��.

Definition 2.1. A function F : S (R)→ C is called U-functional if:
(i) F is ”ray-analytic”, i.e., for all f , g ∈ S (R) the mapping

R � y �→ F( f + yg) ∈ C

extends to y ∈ C as an entire function.
(ii) F is uniformly bounded of exponential order 2, i.e., there exist some constants 0 < K,D < ∞ and

a continuous norm � · � on S (R) such that for all z ∈ C, f ∈ S (R)

|F(z f )| ≤ K exp(D|z|2� f �2).

Theorem 2.2. The following statements are equivalent:
(i) F : S (R)→ C is a U-functional.

(ii) F is the S -transform of a unique Hida distribution Φ ∈ (S )�.

Theorem 2.3. Let
�
Fn
�
n∈N denote a sequence of U-functionals with the following properties:

(i) For all f ∈ S (R),
�
Fn( f )

�
n∈N is a Cauchy sequence.

(ii) There exists some constants 0 < P,Q < ∞ and a continuous norm � · � on S (R) such that
���Fn(z f )

��� ≤ P exp
�
Q|z|2 � f �2

�
,

for all n ∈ N, f ∈ S (R) and z ∈ C. Here Fn denotes the analytic extension.
Then there exists a unique Φ ∈ (S )� such that

�
S −1Fn

�
n∈N converge strongly to Φ.

Theorem 2.4. Let (Ω,F ,m) denote a measure space and λ �→ Φ(λ) a mapping from Ω to (S )�. Let F(λ)
denote the S -transform of Φ(λ) and fulfill the following conditions:

(i) λ �→ F(λ, f ) is a measurable function for all f ∈ S (R).
(ii) There exists a continuous norm � · � on S (R) such that for all f ∈ S (R), λ ∈ Ω and z ∈ C

���F(λ, z f )
��� ≤ P(λ) exp

��
Q(λ)|z|2� f �2

�
,

for some Q ∈ L∞(Ω,m) and P ∈ L1(Ω,m).
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Then Φ is Bochner integrable in a Hilbert subspace of (S )� and
�

Ω

Φ(λ) dm(λ) ∈ (S )�.

Moreover

S
� �

Ω

Φ(λ) dm(λ)
�
( f ) =

�

Ω

S (Φ(λ))( f ) dm(λ), f ∈ S (R).

For proofs and more see e.g. [20].

Example 2.5. In order to ‘pin’ Brownian motion at a point a ∈ R we want to consider the informal
composition of the Dirac delta distribution with Brownian motion: δ (B (t) − a). This can be given a
precise meaning as a Hida distribution

δ
��
·, 11[t0,t)

�
− a
�

:=
�

R
exp
�
iλ(
�
·, 11[t0,t)

�
− a)
�

dλ, 0 ≤ t0 < t < ∞,

in the sense of Theorem 2.4. Its S -transform is given by

S
�
δ(
�
·, 11[t0,t)

�
− a)
�

( f ) =
1
√

2πt
exp

−

1
2t

�� t

t0
f (s) ds − a

�2 .

Since (S ) is an algebra the pointwise product of ϕ, ψ ∈ (S ) is a well-defined element of (S ). In
particular, the product of two monomials I

�
ϕ(n)
�
, ϕ(n) ∈ �S (Rn)C and I

�
ψ(m)
�
, ψ(m) ∈ �S (Rm)C, n,m ∈ N, has

the chaos decomposition
�
: ω⊗n :, ϕ(n)

� �
: ω⊗m :, ψ(m)

�
=

n∧m�

k=0

k!
�
n
k

��
m
k

� �
: ω⊗(n+m−2k) :, ϕ(n)

⊗̂kψ
(m)
�
, (2.4)

see [17, Eq. (2.51)]. Having in mind the generalized chaos decomposition of elements from (S )� by
extending (2.4) we can define the informal product of Φ,Ψ ∈ (S )� with kernels Φ(n), n ∈ N and Ψ(m),
m ∈ N, respectively, by

ΦΨ :=
∞�

n=0

∞�

m=0

n∧m�

k=0

k!
�
n
k

��
m
k

� �
: ω⊗(n+m−2k) :,Φ(n)

⊗̂kΨ
(m)
�
, (2.5)

whenever the sum on the right hand side is a Hida distribution.

Definition 2.6. Let Φ,Ψ ∈ (S )�. Then we define the Wick product Ψ ♦ Φ by

Ψ ♦ Φ := S −1 (SΦ SΨ) ∈ (S )�.

The Wick product is a well-defined object since the set of U-functionals is an algebra. Thus by the
Characterization Theorem 2.2, there exists an element Ψ ♦ Φ ∈ (S)� such that S (Ψ ♦ Φ) = S (Ψ) S (Φ).

2.2. Regular distributions and independence. We consider the Gel’fand triple of regular test and gen-
eralized functions

(S ) ⊂ G ⊂ L2(R) ⊂ G� ⊂ (S )�,
which was introduced in [24] and later generalized and characterized via the Bargmann–Segal transform
in [11], see also [12]. Note that the characteristic property of regular test and generalized functions is that
the Wick monomials in their (generalized) chaos decomposition are square integrable functions. Here
we are interested in a definition of independence for elements of G�. Hence we omit a repetition of its
construction and characterization and refer to [24] and [11], respectively. Recall that a priori it is not clear
how to define independence of elements from G�, since they are not pointwisely defined.

To define independence we recall some results from [5], see also [2] and [9]. Let I be an interval in
R, and denote by FI the σ-algebra generated by the random variables �·, 11[t0,t)� − �·, 11[t0,s)�, t0, s, t ∈ I,
t0 ≤ s ≤ t.

Definition 2.7. We call Φ ∈ G� FI -measurable, if for all f ∈ S (R),

S (Φ)( f ) = S (Φ)(11I f ).
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Remark 2.8. (i) Recall that F ∈ L2(µ) is FI -measurable iff S F( f ) = S F(11I f ) for all f ∈ S (R).
(ii) By characterization one knows the S -transform of an element in G� has a continuous extension

from S (R) to L2(R), hence for Φ ∈ G� we have that S (Φ)(11I f ) is well-defined for all intervals
I ⊂ R.

Definition 2.9. Two generalized random variables Φ, Ψ ∈ G� are called independent if there exist inter-
vals I, J ⊂ R whose intersection has Lebesgue measure zero, and such that Φ is FI -measurable, and Ψ is
FJ-measurable.

Lemma 2.10. The pointwise product of random variables as in (2.5) has a well-defined extension to pairs
Ψ, Φ of independent generalized random variables in G� so that Ψ · Φ ∈ G�. Moreover, the formula

Ψ · Φ = Ψ ♦ Φ,

holds. As a consquence
E (Ψ · Φ) = E (Ψ) E (Φ) .

Following (2.5) the formal product of ΨΦ of elements Ψ, Φ ∈ G has square integrable Wick monomials in
its chaos decomposition. Hence the pointwise product extends to elements from G� whenever the formal
series of the corresponding chaos decompositions converge in G�.

2.3. Scaling operator. In this section we follow [17] and [28, Sec. 4.5], and define the scaling operator
on the space of test function (S ). Later we show in which case an extension to generalized functions make
sense. This is an important tool for giving a mathematical rigorous definition of Feynman integrands.

Definition 2.11. Let ϕ be the continuous version of an element of (S ). Then for z ∈ C we define the
scaling operator σz by

(σzϕ)(ω) = ϕ(zω), ω ∈ S �(R).

It is easy to calculate the chaos expansion

σzϕ =
∞�

n=0

�
: ω⊗n :, ϕ(n)

z

�
, (2.6)

with kernels

ϕ(n)
z = zn

∞�

k=0

(n + 2k)!
k!n!

�
z2 − 1

2

�k
trkϕ(n+2k). (2.7)

Here trkϕ(n+2k) is defined by

trkϕ(n+2k) :=
�
Tr⊗k, ϕ(n+2k)

�
∈ �L2(Rn)C,

where Tr ∈ S�
�
R2� (trace kernel) is defined by �Tr, f ⊗ g� =

�
f, g
�
, f , g ∈ S (R).

Theorem 2.12. The scaling operator has the following properties:
(i) For z ∈ C the mapping ϕ �→ σzϕ is continuous from (S ) into itself.

(ii) For ϕ, ψ ∈ (S ) and z ∈ C the equation

σz(ϕψ) = (σzϕ)(σzψ),

holds.

Remark 2.13. (i) We extend the scaling operator to elements from (S )�, whenever (2.7) makes sense
and (2.6) converges in (S )�.

(ii) Following the definition of the pointwise product in (2.5) for Φ,Ψ ∈ (S )� one obviously has

σz(ΦΨ) = (σzΦ)(σzΨ),

whenever all operations are well-defined.
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3. Donsker’s delta of Brownian motion and Brownian bridge

3.1. Complex scaling of Donsker’s delta. We consider the S -transform of Donsker’s delta δ(�·, h� − a),
a ∈ R, and h ∈ L2(R):

Fh,a( f ) := S (δ(�·, h� − a))( f ) =
1

√
2π (h, h)

exp
�

1
2 (h, h)

(( f , h) − a)2
�
,

for all f ∈ S (R). Clearly, Fh,a( f ) is analytic in the parameter a. Thus it is possible to extend it to complex
a and the resulting expression is still a U-functional. Analogously,Fh,a( f ) has an analytic continuation
to h ∈ L2

C(R) (the complexification of L2(R)), similar to Definition 2.1. One only has to be careful with
the square root, hence we exclude h ∈ L2

C(R) for which (h, h) is a negative, real number (note that due
to the bilinear extension of (·, ·) to L2

C(R), negative values are possible). In this case Fh,a( f ) is again a
well-defined U-functional.

Theorem 3.1. Let a ∈ C and h ∈ L2
C(R) with (h, h) � (−∞, 0]. Then

δ(�·, h� − a) ∈ G�.

Lemma 3.2. Donsker’s delta is homogeneous of degree −1 in z ∈ S α :=
�
z ∈ C | argz ∈ (− π4 + α,

π
4 + α)

�
,

i.e.,

σzδ(�·, h� − a) =
1
z
δ
�
�·, h� −

a
z

�
.

See [23] for the proof and more details.

3.2. Products of Donsker’s deltas.
Theorem 3.3. One can define n-fold products of Donsker’s deltas by

Φ :=
n�

j=1

σzδ(�·, f j� − a j) :=
1

(2π)n

n�

j=1

�

γ
exp
�
iλ j(z�·, f j� − a j)

�
dλ j,

* in the sense of Bochner integration, see Theorem 2.4. Here γ =
�
e−iαx | x ∈ R

�
, z ∈ C such that

|arg(z)| < π/4 + α, |α| < π/4, and h j linear independent elements of L2(R) and a j ∈ C, j = 1, . . . , n. Then
Φ is an element of (S )� and for f ∈ S (R) its S -transform is given by

SΦ( f ) =
1

�
(2πz2)n det M

exp

−

1
2

�
(h, f ) −

1
z

a
�

M−1
�
(h, f ) −

1
z

a
�T  ,

where M denotes the Gram matrix to h1, . . . , hn defined by M := (hk, hl)k,l=1,...,n, (h, f ) :=
�
(h1, f ), . . . ,

(hn, f )
�

and a := (a1, . . . , an).

Again for the proof see [23]. In the following we only consider products for z ∈ S 0 =
�
z ∈ C |

���argz
��� ≤

π
4

�
. Of course, for different choices of z ∈ S 0 one has to choose an appropriate α.

Lemma 3.4. Let 0 < t < ∞, z ∈ S 0, n ∈ N, xk ∈ C, and tk := t k
n , 1 ≤ k ≤ n. Then the Gram matrix,

defined as in Theorem 3.3, corresponding to Brownian motion at discrete times tk, 1 ≤ k ≤ n, is given by
M1,n = (11k, 11l)k,l=1,...,n =

t
n min(k, l)k,l=1,...,n, see (2.1). So for

Φ :=
n�

k=1

σzδ(�·, 11[0,tk)� − xk) ∈ (S )� (3.1)

one has that

S (Φ) ( f ) =
1

�
(2πz2 t

n )n

× exp


−

n
2t



��

11[0,t1), f
�
−

x1

z

�2
+

n−1�

k=1

��
11[0,tk), f

�
−

xk

z
−

��
11[0,tk+1), f

�
−

xk+1

z

��2




 , (3.2)

for all f ∈ S (R).
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Proof. By induction one can show that for all n ∈ N the inverse of M1,n is given by

M−1
1,n =

n
t




2 −1 0 . . . . . 0
−1 2 −1 0 . . . . 0
0 −1 2 −1 0 . . . 0
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . 0 −1 2 −1 0
. . . . . 0 −1 2 −1
0 . . . . . 0 −1 1




By Gauss algorithm (here add the k + 1-th row to the k-th row k = n − 1, . . . , 1) one can show that
det M−1

1,n =
�

n
t

�n
, for all n ∈ N. Hence Theorem 3.3 yields (3.2). �

Lemma 3.5. Let 0 < t < ∞, z ∈ S 0, n ∈ N, yk ∈ C. Then we define tk := t k
n for 1 ≤ k ≤ n and

hk := 11[0,tk) −
k
n 11[0,t) for 1 ≤ k ≤ n − 1. The Gram matrix corresponding to Brownian bridge at discrete

times tk, 1 ≤ k ≤ n − 1, is given by M2,n−1 = (hk, hl)k,l=1,...,n =
��

11[0,tk) −
k
n 11[0,t), 11[0,tl) −

l
n 11[0,t)

��
k,l=1,...,n

=

t
n

�
min(k, l) − kl

n

�
k,l=1,...,n

, see (2.2). Hence for

Ψ :=
n−1�

k=1

σzδ(�·, hk� − yk) ∈ (S )� (3.3)

one has that

S (Ψ) ( f ) =
1

�
1
n (2πz2 t

n )n−1

exp


−

n
2t



�
(h1, f ) −

y1

z

�2
+

n−2�

k=1

�
(hk, f ) −

yk

z
−

�
(hk+1, f ) −

yk+1

z

��2
+
�
(hn−1, f ) −

yn−1

z

�2




 , (3.4)

for all f ∈ S (R).

Proof. One can easy calculate that

M2,n−1 = M2,n−1M−1
1,n−1M1,n−1 =




1 0 . . . 0
0 1 0 . . .
. . . . . .
. . . . . .
. . . . . .
. . . 0 1 0
−

1
n −

2
n . . . − n−2

n 1 − n−1
n




M1,n−1,

therefore

M−1
2,n−1 = M−1

1,n−1




1 0 . . . 0
0 1 0 . . .
. . . . . .
. . . . . .
. . . . . .
. . . 0 1 0

−
1
n

1− n−1
n
−

2
n

1− n−1
n
. . . −

n−2
n

1− n−1
n

1
1− n−1

n



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=
n
t




2 −1 0 . . . . . 0
−1 2 −1 0 . . . . 0
0 −1 2 −1 0 . . . 0
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . 0 −1 2 −1 0
. . . . . 0 −1 2 −1
0 . . . . . 0 −1 2




.

As one can see in the proof of Lemma 3.4, the determinant of M−1
2,n−1 is given by det M−1

2,n−1 = n det M−1
1,n−1 =

n
�

n
t

�n−1
. Now again by Theorem 3.3 we obtain (3.4). �

In the following Theorem we consider a relation between a product of Donsker’s deltas for Brownian
motion and a product of Donsker’s deltas for Brownian bridge.

Theorem 3.6. Let 0 < t < ∞, z ∈ S 0, n ∈ N and xk ∈ R, k = 1, . . . , n. We define tk := t k
n , k = 1, . . . , n,

yk := xk −
k
n xn, k = 1, . . . , n− 1, and hk := 11[0,tk) −

k
n 11[0,t), 1 ≤ k ≤ n− 1. Then for Φ and Ψ as in (3.1) and

(3.3), respectively, one has that

S (Φ)( f ) = S (Ψ)( f )
1
z

S (δ(�·, 11[0,t)� − xn/z))( f ) = S (Ψ)( f )
1
√

2πzt
exp
�

1
2t

( f , 11[0,t)) − xn/z
�2
,

for f ∈ S (R). I.e.,

Φ = Ψ ♦ σzδ(�·, 11[0,t)� − x).

Proof. From Lemma 3.4 we know that

S (Φ) ( f ) =
1

�
(2πz2 t

n )n
exp


−

n
2t



��

11[0,t1), f
�
−

x1

z

�2
+

n−1�

k=1

��
11[0,tk), f

�
−

xk+1

z
−

��
11[0,tk+1), f

�
−

xk+1

z

��2




 ,

for all f ∈ S (R). One can show that for a1, . . . , an−1, n ∈ N, and b ∈ C one has that

�
a1 −

1
n

b
�2
+

n−2�

k=1

�
ak +

1
n

b − ak+1

�2
+

�
an−1 −

n − 1
n

b
�2
= a2

1 +

n−2�

k=1

(ak − ak+1)2 + (an−1 − b)2
−

1
n

b2.

Using this formula and Lemma 3.5 one gets that

S (Φ) ( f ) =
1

�
(2πz2 t

n )n

× exp


−

t
2n



�
(h1, f ) −

y1

z

�2
+

n−2�

k=1

�
(hk, f ) −

yk

z
−

�
(hk+1, f ) −

yk+1

z

��2
+
�
(hn−1, f ) −

yn−1

z

�2






=

�
1
n (2π t

n )n−1

�
(2π t

n )n
exp
�
−

1
2t
�
( f , 11[0,t)) − xn/z

�
�

S (Ψ) ( f ),

for all f ∈ S (R). Hence

S (Φ) ( f ) =
1

√
2πz2t

exp
�
−

1
2t
�
( f , 11[0,t)) − xn/z

�
�

S (Ψ) ( f ), f ∈ S (R).

�

Corollary 3.7. The Wick product in Theorem 3.6 is a pointwise product, due to independence.
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Proof. By Lemma 2.10 one has only to show that the regular generalized functions Ψ and the scaled
Donsker’s delta σzδ

��
·, 11[0,t)

�
− (x − x0)

�
are independent. This is true since for all f ∈ S (R) on the one

side

Sσzδ
��
·, 11[0,t)

�
− (x − x0)

�
( f ) = Sσzδ

��
·, 11[0,t)

�
− (x − x0)

�
(11[0,t) f )

and on the other side by (2.3)

S (Ψ)( f ) = S (Ψ)( f − � f , 11[0,t)�11[0,t)) = S (Ψ)
�
11[0,t)c ( f − � f , 11[0,t)�11[0,t))

�
= S (Ψ)(11[0,t)c f ).

Here we used that for k ∈ {1, . . . , n} we have that
�
hk, f − � f , 11[0,t)�11[0,t)

�
= (hk, f ) −

�
hk, � f , 11[0,t)�11[0,t)

�

= (hk, f ) −
�
11[0,tk)� f , 11[0,t)�11[0,t)

�
−

�
k
n

11[0,t), � f , 11[0,t)�11[0,t)

�
= (hk, f ) . (3.5)

�

3.3. Finitely based functions in terms of products of Donsker’s delta. Following [28, Sec. 4.6.3], we
can use Theorem 3.3 to construct an integral representation for finitely based functions. Let h j ∈ L2(R),
1 ≤ j ≤ n be linear independent, such that M =

��
hk, h j

�
L2

�
k, j=1,...,n

is positive definite, and G ∈ Lp(νM)

for some p > 1. Here νM denotes the measure on Rn having density exp
�
−

1
2
�n

k, j=1 xk M−1
k, j x j
�

w.r.t. the
Lebesgue measure on Rn. In this case in terms of the image measure one can easily show that

G (�·, h1� , . . . , �·, hn�) ∈ Lp(µ).

Lemma 3.8. For G ∈ Lp(νM) the following relation holds

G (�·, h1� , . . . , �·, hn�) =
�

Rn
G(x)

n�

j=1

δ
�
�·, h j� − x j

�
dnx

where the integral in (S )� is in the sense of Bochner as in Theorem 2.4.

4. Complex scaled Feynman–Kac kernel

In the Euclidean case, a solution to the heat equation is obtained by the famous Feynman–Kac formula

E
�
exp
�� t

t0
V(x0 + Bs) ds

�
f (x0 + Bt)

�
,

for suitable f , V : R → R, x0 ∈ R and 0 ≤ t0 ≤ t ≤ T < ∞, see e.g. [26]. Here (Bt)t∈[t0,T ] denotes
a Brownian motion starting at time t0 in zero. Moreover for t ∈ (t0,T ] and x, x0 ∈ R the heat kernel
KV : R × R × (0,T ]→ R is given by

KV (x, t; x0, t0) =
1

√
2π(t − t0)

exp
�
−

1
2(t − t0)

(x0 − x)2
�

E
�
exp
�� t

t0
V
�
x0 −

s − t0
t − t0

(x0 − x) + Bs −
s − t0
t − t0

Bt

�
ds
��
, (4.1)

for nice potentials, see e.g. [15]. Observe that in the integral we are dealing with a Brownian bridge
(starting at time t0 in x0 and ending at time t in x). In White Noise Analysis one will construct the
integral kernel by inserting Donsker’s delta in order to fix the final point x ∈ R, and taking the generalized
expectation, i.e.,

KV (x, t; x0, t0) = E
�
exp
�� t

t0
V(x0 +

�
·, 11[t0,s)

�
)ds
�
δ(
�
·, 11[t0,t)

�
− (x − x0))

�
,

here the integrand is supposed to be e.g. a Hida distribution. We are not only interested in a mathematical
meaning of the informal expression inside the expectation on the right hand side, we also want to answer
the question for which potentials we can generalize this kernel to a complex scaled situation. One idea of
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complex scaling goes back to [8], see also [4] and [14]. In formulas this means for suitable potentials V ,
z ∈ C, we are interested in the product

exp
�

1
z2

� t

t0
V(x + z

�
·, 11[t0,s)

�
)ds
�
σzδ(
�
·, 11[t0,t)

�
− (x − x0)), (4.2)

as a generalized function of white noise, with the goal of constructing solutions for
�
∂

∂t
− z2 1

2
∆ −

1
z2 V (x)

�
K (x, t | x0, t0) = 0, (4.3)

with x, x0 ∈ R, 0 ≤ t0 < t < T .
We show that

exp
�

1
z2

� t

t0
V(x + z

�
·, 11[t0,s)

�
)ds
�
σzδ(
�
·, 11[t0,t)

�
− (x − x0))

= exp
�

1
z2

� t

t0
V
�
x0 +

s − t0
t − t0

(x − x0) + z
�
�
·, 11[t0,s)

�
−

s − t0
t − t0

�
·, 11[0,t)

�
��

ds
�
♦ σzδ

�
�·, 11[t0,t)� − (x − x0)

�
.

(4.4)

Taking its generalized expectation we obtain

K (x, t | x0, t0) =
1

�
2π(t − t0)z2

exp
�
−

1
2(t − t0)z2 (x0 − x)2

�

× E
�
exp
�

1
z2

� t

t0
V
�
x0 +

s − t0
t − t0

(x − x0) + z
�
�
·, 11[t0,s)

�
−

s − t0
t − t0

�
·, 11[t0,t)

�
��

ds
��
,

which is a scaled version of (4.1). Of course this is only possible if σzδ(�·, 11[t0,t)� − (x − x0)) is a Hida
distribution. Hence we only consider z ∈ S 0. Furthermore the potential V should be defined on a certain
subset of the complex plane such that V(x + zy) is well-defined for x ∈ R, y ∈ R.

In Section 4.1 under appropriate assumptions on V we derive (4.4). First step in doing this is an
approximation via finitely based functions, see Proposition 4.5. Then we show convergence of this *ap-
proximation* in the space of Hida distributions, see Theorem 4.8.

4.1. Approximation by finitely based functions. For O ⊂ R, such that R \ O is a set of Lebesgue
measure zero, and z ∈ C \ {0} the setDz ⊂ C is defined by

Dz :=
�
x + zy

���� x ∈ O and y ∈ R
�
. (4.5)

Assumption 4.1. Let z ∈ S 0 and 0 < T < ∞. We assume that the potential V : Dz → C is analytic and
that there exists a constant 0 < A < ∞, a locally bounded function B : O → R and some 0 < ε < 1

4T 2 such
that for all x0 ∈ O and y ∈ R one has that

������exp
�

1
z2 V(y)

������� ≤ A exp
�
εy2
�

and
������exp
�

1
z2 V
�
x0 + zy

�������� ≤ B(x0) exp
�
εy2
�
.

To illustrate this class we point out in particular the following admissible potentials.

Example 4.2. Let z = 1 and p : R→ R a polynomial. Then the potential

V : R→ R
x �→ − exp(p(x))

fulfills Assumption 4.1.

Example 4.3. Here for n ∈ N0 and z =
√

i, we have admissible potentials such as

V : C→ C

x �→ (−1)n+1a4n+2x4n+2 +

4n+1�

j=1

a jx j,

for a0, . . . , a4n+1 ∈ C and a4n+2 > 0. It is easy to check that such potentials fulfill Assumption 4.1.
10



Example 4.4. Consider O = R \ {b}, b ∈ R and z =
√

i. Then the potentials
(i)

V : D√i → C

x �→
a

|x − b|n
,

where n ∈ N, a ∈ C and b ∈ R,
(ii)

V : D√i → C

x �→
a

(x − b)n ,

for a ∈ C, b ∈ R and n ∈ N, fulfill Assumption 4.1. This can be obtained by using the natural
representation of V, as in (i), as an analytic function

V : D√i → C

x �→ exp
�
log(a) −

n
2

log
�
(x − b)2

��
,

which can be estimated by
����V
�
x +
√

iy
����� = |a|

���� exp
�
−

n
2

log
��

x − b +
√

iy
�2����� ≤ |a| exp

�
−

n
2

log
�

(x − b)2

2

��
,

for all x ∈ O and y ∈ R. For the proof of this formula see, [8].

Similar examples for potentials are considered in [8] and [13]. Typically these potentials are singular
in the sense of not obeying a Kato bound which would ensure convergent perturbation expansions.

In the remaining part of this section we assume that z ∈ S 0 and V : Dz → C such that Assumption 4.1
holds. W.l.o.g. we consider the case t0 = 0. Then for n ∈ N, we define the decomposition of the time
interval [0, t], given by tk := t k

n , k = 1, . . . , n. Then by Assumption 4.1 the Riemann approximation,

φn := exp
�

1
z2

t
n

n−1�

k=1

V
�
x0 + z

�
·, 11[0,tk)

� �
�
, (4.6)

is a well-defined L2(µ)-function.

Proposition 4.5. The product of a complex scaled Donsker’s delta with the Riemann approximation de-
fined as in (4.6) can be defined as an operation in (S )�. Hence

Φn = exp
�

1
z2

t
n

n−1�

k=1

V
�
x0 + z

�
·, 11[0,tk)

� �
�
σzδ(
�
·, 11[0,t)

�
− (x − x0)), (4.7)

is a Hida distribution for all x ∈ R.

Proof. We define

G : Rn−1
→ C

y = (y1, . . . , yn−1) �→ exp
�

1
z2

t
n

n−1�

k=1

V
�
x0 + yk

��
. (4.8)

Then by Assumption 4.1 y �→ G(y) and y �→ G(zy) are in L2
C

�
Rn, νM−1

1,n−1

�
, where M1,n−1 is defined as in the

proof of Lemma 3.4. Therefore, by Lemma 3.8 the function φn, defined as in (4.6), can be represented as

φn =

�

Rn−1
G (zy)

n−1�

k=1

δ
��
·, 11[0,tk)

�
− yk
�

dn−1y,
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for all n ∈ N. From Lemma 3.2 we know that σzδ is homogeneous of degree −1, so we get that for all
y ∈ Rn−1 the function

Φn,y :=
n−1�

k=1

δ
��
·, 11[0,tk)

�
− yk
�
σzδ(
�
·, 11[0,t)

�
− (x − x0)) =

1
z

n−1�

k=1

δ
��
·, 11[0,tk)

�
− yk
�
δ

�
�
·, 11[0,t)

�
−

(x − x0)
z

�
,

is a Hida distribution for all n ∈ N, by Theorem 3.3. Moreover as shown in Lemma 3.4 its S -transform
evaluated at f ∈ S (R) is given by

S
�
Φn,y
�

( f ) =
1

�
i(2π t

n )n
exp


−

n
2t



��

11[0,t1), f
�
− y1
�2 +

n−1�

k=1

��
11[0,tk), f

�
− yk −

��
11[0,tk+1), f

�
− yk+1

��2




 ,

where yn := x−x0
z . Since y �→ G(zy) ∈ L2

C

�
Rn−1, νM−1

1,n−1

�
, M1,n−1 defined as in the proof of Lemma 3.4, the

function Rn−1 � y = (y1, . . . , yn−1) �→ G (zy) SΦn,y( f ), f ∈ S (R), fulfills the assumptions of Theorem 2.4.
Hence

Φn :=
�

Rn−1
G (zy)Φn,y dy

is a Hida distribution and its S -transform is given by

S (Φn)( f ) =
�

Rn−1
G (zy) SΦn,y( f ) dy,

for all f ∈ S (R). �

Theorem 4.6. Let hk := 11[0,tk) −
k
n 11[0,t), 1 ≤ k ≤ n − 1. Moreover let x ∈ O such that x0 +

s
t (x − x0) and

Φn, n ∈ N, be as in Proposition 4.5. Then for

Ψn := exp




1
z2

t
n

n−1�

k=1

V
�
x0 +

k
n

(x − x0) + z �·, hk�

� ∈ L2(µ), n ∈ N,

we have that

Φn = Ψn ♦ σzδ
�
�ω, 11[0,t)� − (x − x0)

�
∈ (S )�.

Proof. As shown in the proof of Proposition 4.5 Φn is a Hida distribution for all n ∈ N. Its S -transform at
f ∈ S (R) is given by

S (Φn)( f ) =
�

Rn−1
G (zy) SΦn,y( f ) dy,

where G and Φn,y, y ∈ Rn−1, are defined as in the proof of Proposition 4.5. By Theorem 3.6 one gets that

S (Φn)( f ) =
�

Rn−1
G (zy) SΨn,y( f ) dy S

�
σzδ
�
�ω, 11[0,t)� − (x − x0)

��
( f ),

where Ψn,y :=
�n−1

k=1 δ
�
�·, hk� − yk −

k
n

(x−x0)
z

�
. Hence it is left to show that

S (Ψn)( f ) =
�

Rn−1
G (zy) SΨn,y( f ) dy, (4.9)

which can be done by the following integral transformations:
�

Rn−1
G (zy) SΨn,y( f ) dy =

�

Rn−1
G (zy) S




n−1�

k=1

δ

�
�·, hk� −

�
yk −

k
n

(x − x0)
z

�� ( f ) dy

=
1
z

�

γ1,n−1

G (u) S




n−1�

k=1

δ


�·, hk� −

uk −
k
n (x − x0)

z





 ( f ) du

=
1
z

�

γ2,n−1

G (u + w(x − x0)) S




n−1�

k=1

δ
�
�·, hk� −

uk

z

� ( f ) du,
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where γ1,n−1 :=
�
u ∈ Cn−1

��� u := zy, y ∈ Rn−1
�
, γ2,n−1 :=

�
u ∈ Cn−1

��� uk := z(yk −
k
n (x − x0)), y ∈ Rn−1

�
and

w ∈ Rn−1 is given by wk =
k
n , k = 1, . . . , n − 1. Again by an integral transformation

�

Rn−1
G (zy) SΨn,y( f ) dy =

�

γ3,n−1

G (zy + w(x − x0)) S




n−1�

k=1

δ (�·, hk� − yk)


 ( f ) dy

=

�

Rn−1
G (zy + w(x − x0)) S




n−1�

k=1

δ (�·, hk� − yk)


 ( f ) dy,

where γ3,n−1 :=
�
y ∈ Rn−1

��� yk := xk −
k
n (x − x0), y ∈ Rn−1

�
. Since x0+

k
n (x− x0) ∈ O it follows by Assump-

tion 4.1 that

y �→ exp




1
z2

t
n

n−1�

k=0

V
�
zy +

k
n

(x − x0)
� ∈ L2

�
Rn−1, νM−1

2,n−1

�
,

where M2,n−1 is defined as in the proof of Lemma 3.5. Hence again by Lemma 3.8 we get that

S (Ψn)( f ) =
�

Rn−1
G (zy + w(x − x0)) S




n−1�

k=1

δ (�·, hk� − yk)


 ( f ) dy,

and therefore (4.9) is true. �

Proposition 4.7. Let φn and Ψn, n ∈ N, be defined as in (4.6) and Theorem 4.6, respectively. Then
φn,Ψn ∈ L2(µ) for all n ∈ N. Moreover the sequences (Ψn)n∈N and (φn)n∈N converge in L2(µ) to

φ := exp
�

1
z2

� t

0
V
�
x0 + z

�
·, 11[0,s)

��
ds
�
,

and

Ψ := exp
�

1
z2

� t

0
V
�
x0 −

s
t
(x − x0) + z �·, hs�

�
ds
�
,

respectively, where hs := 11[0,s) −
s
t 11[0,t), 0 ≤ s ≤ t.

Using Assumption 4.1 the proof follows directly by Lebesgue dominated convergence.

Theorem 4.8. Let 0 ≤ t ≤ T < ∞, tk := t k
n for 1 ≤ k ≤ n, n ∈ N, x, x0 ∈ O such that x0 +

s
t (x − x0) ∈ O,

for all s ∈ [0, t], and Φn as in Proposition 4.5. Then the sequence of Hida distributions (Φn)n∈N converges
in (S )�, and it is natural to identify the limit object with (4.2), i.e.,

Φ := exp
�

1
z2

� t

0
V
�
x0 + z

�
·, 11[0,s)

� �
ds
�
σzδ
��
·, 11[0,t)

�
− (x − x0)

�
:= lim

n→∞
Φn. (4.10)

Moreover equation (4.4) holds, which implies that the S -transform of Φ is given by

SΦ( f ) = S
�
σzδ
��
·, 11[0,t)

�
− (x − x0)

��
( f )SΨ( f ),

for all f ∈ S (R).

Proof. The proof follows directly by continuity of the Wick product and the proofs of Theorem 4.6 and
Proposition 4.7. �

Corollary 4.9. The Wick product in (4.4) and Theorem 4.8 is due to independence a pointwise product.

Proof. Theorem 3.1 and Proposition 4.7 implies that δ
��
·, 11[0,t)

�
− (x − x0)

�
and Ψ (defined as in Propo-

sition 4.7) are regular generalized functions. Hence by Lemma 2.10 one only has to show that the L2(µ)-
function Ψ and the scaled Donsker’s delta σzδ

��
·, 11[0,t)

�
− (x − x0)

�
are independent. This is true since for

all f ∈ S (R) on the one side

Sσzδ
��
·, 11[0,t)

�
− (x − x0)

�
( f ) = Sσzδ

��
·, 11[0,t)

�
− (x − x0)

�
(11[0,t) f )

and on the other side

S (Ψ)( f ) = S (Ψ)( f − � f , 11[0,t)�11[0,t)) = S (Ψ)
�
11[0,t)c ( f − � f , 11[0,t)�11[0,t))

�
= S (Ψ)(11[0,t)c f ). (4.11)

13



Here the first equality of (4.11) can be shown by using (2.3) close to (3.5). �
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B. G. Teubner, Stuttgart, 1994. Eine Einführung in die Theorie der stetigen Semimartingale. [An introduction to the theory of
continuous semimartingales].

[16] T. Hida. Brownian Motion. Springer Verlag, Berlin, Heidelberg, New York, 1980.
[17] T. Hida, H.-H. Kuo, J. Potthoff, and L. Streit. White Noise. An infinite dimensional calculus. Kluwer Academic Publisher,

Dordrecht, Boston, London, 1993.
[18] T. Hida and L. Streit. Generalized brownian functionals and the feynman integral. Stoch. Proc. Appl., 16:55–69, 1983.
[19] D.C. Khandekar and L. Streit. Constructing the Feynman integrand. Ann. Physik, 1:46–55, 1992.
[20] Yu.G. Kondratiev, P. Leukert, J. Potthoff, L. Streit, and W. Westerkamp. Generalized functionals in Gaussian spaces: The

characterization theorem revisited. J. Funct. Anal., 141(2):301–318, 1996.
[21] T. Kuna, L. Streit, and W. Westerkamp. Feynman integrals for a class of exponentially growing potentials. J. Math. Phys.,

39(9):4476–4491, 1998.
[22] H.-H. Kuo. White Noise Distribution Theory. CRC Press, Boca Raton, New York, London, Tokyo, 1996.
[23] Angelika Lascheck, Peter Leukert, Ludwig Streit, and Werner Westerkamp. More about Donsker’s delta function. Soochow J.

Math., 20(3):401–418, 1994.
[24] J. Potthoff and M. Timpel. On a dual pair of spaces of smooth and generalized random variables. Potential Anal., 4(6):637–654,

1995.
[25] Jürgen Potthoff. Introduction to white noise analysis. In Control theory, stochastic analysis and applications (Hangzhou, 1991),

pages 39–58. World Sci. Publ., River Edge, NJ, 1991.
[26] M. Reed and B. Simon. Methods of modern mathematical physics, volume II. Academic Press, New York and London, 1975.
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